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ABSTRACT

Acoustic scene classification (ASC) is a crucial task in audio
signal processing with applications ranging from surveillance
to augmented reality. In this technical report, we propose
an approach to ASC that combines domain adaptation with
semi-supervising methods for improved system performance.
We first pre-train our model on the TAU Urban Acoustic
Scenes 2020 Mobile development dataset to learn robust rep-
resentations of acoustic scenes. Then, we fine-tune the pre-
trained model by combining the Maximum Classification Dis-
crepancy (MCD), adversarial domain classifier and Fixmatch
methods on a combination of the above TAU dataset and CAS
2023 dataset to enhance the robustness of the model.

Index Terms— Domain adaptation, Semi-supervised
Learning

1. INTRODUCTION

Acoustic scene classification (ASC) is crucial in various ap-
plications, including environmental monitoring, urban plan-
ning, and surveillance. The task involves classifying au-
dio recordings into predefined categories based on the sound
characteristics of the scene. ASC faces challenges such as
the variability of acoustic environments, the presence of back-
ground noise, and the need for models that can generalize well
across different environments.

Traditional ASC approaches have relied on handcrafted
features and shallow machine learning models [1, 2, 3, 4].
Recent advancements in deep learning have led to signifi-
cant improvements in ASC performance. However, existing
deep learning models often struggle with model generaliza-
tion, making them less effective when applied to different
acoustic environments, such as in different cities.

The model generalization problem raises a potential catas-
trophic forgetting [5, 6] in semi-supervised transfer learning,
which encourages the pre-trained model to overfit the lim-
ited labelled data and forget the knowledge of the pre-training
dataset. The emergence of catastrophic forgetting will reduce
the model generalization to unlabeled data thus affecting the
effectiveness of semi-supervised learning. This motivates us
to utilize the pre-training dataset in the fine-tuning process to

overcome the catastrophic forgetting, by aligning all datasets
into a consistent feature space.

In this work, we propose an ASC model combining the
domain adaptation and semi-supervised methods to trans-
fer a pre-trained model to a new dataset. The Maximum
Classification Discrepancy (MCD) [7] and adversarial do-
main classifiers techniques [8] for domain adaptation. aiming
to eliminate the domain biases among pre-training, training,
and unlabelled datasets. We also introduce the Fixmatch [?]
method for semi-supervising learning in the fine-tuning pro-
cess, which can enhance the model generalization by the in-
ference alignment in the unlabelled dataset.

The experiments are conducted on the TAU Urban Acous-
tic Scenes 2020 Mobile development dataset [9] (pre-trained
dataset) and CAS 2023 dataset [10] (training and unlabelled
dataset). It is worth noting that the experiment results are
based on a random splitted validation set as there is not a data-
sufficient validation set.

The key contribution of this research is combining the do-
main adaptation and semi-supervised methods to overcome
the catastrophic forgetting problem in transfer learning.

2. METHOD

With the extraction of Mel spectrograms acoustic fea-
tures (640x256) from audio recordings, the data of pre-
training, training, and unlabelled datasets are represented as
(xp, yp), (xk, yk), xu. For fine-tuning a model G(·|thetag)
and a series classifier, the total Loss consists of pre-training
loss, MCD loss, domain classification loss, Cross-entropy
loss and Consistency Loss.

Pre-training Loss: It is used to keep the knowledge of
pre-training data set, as follows:

Lp = CE(F (G(xp|θ)|thetaf ), yp) (1)

where CE is the cross-entropy loss.
MCD Loss: It is used to make sure that the inference of

the unknown dataset is consistent, as follows:

Lmcd = ||F1(G(xu)|θf1))− F2(G((xu)|θf2)||1 (2)

where F1(·|θf1)) and F2(·|θf2)) are two different classifier.



Domain classification Loss: The three datasets
xp, xk, xu are considered as three different data domains with
the domain label dp, dk, du. The domain classification loss
will introduce a domain classifier with a gradient reversed
layer to classify the data domain while encouraging the fea-
ture extractor to confuse the domain classifier, as follows:

Ld = CE(Fd(R(G(x))|θd), d) (3)

where the R(·) is the gradient reversed layer, Fd(·|θd) is the
domain classifier, x is all of three dataset and d is device label.

Cross-entropy loss: It is the basic classification loss for
the training set, as follows:

Lce = CE(F1(G(xk)|θf1), yk) + CE(F2(G(xk)|θf2), yk)
(4)

where CE is the cross-entropy loss.
Consistency Loss: Following with the Fixmatch [?], two

different data augmentation (Aw, As) are used:

pw = F1(G(Aw(xu)) + F2(G(Aw(xu)) (5)
ps = F1(G(As(xu)) + F2(G(As(xu)) (6)
Lcon = CE(ps, pseudo(ps)) (7)

where pseudo is a pseudo-label generator controlled by a
threshold.

The model will be updated with an adversarial process, as
follows:

Step 1 : min
θf1 ,θf2

L = Lce − λLmcd (8)

Step 2 : min
θg,θf ,θd

L = Lce + Lcon + λLmcd + βLp (9)

where λ = 0.1 and λ = 0.1 in our work.

3. EXPERIMENTS

Unfortunately, as there is not an official validation set, we
have to adopt two highly limited and even flawed methods to
evaluate our model.

Firstly, our model performs about 94% in the random val-
idation split (20% data) of the training set.

Secondly, when we use all of the training set in the train-
ing process, we use the raw data (without data augmentation)
of the training set as a test set, which is flawed but a compro-
mise to pick the best model. The performance is also about
94% accuracy.
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